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An integral equation is developed for determining the time-dependent current distribu- 
tion on a wire structure excited by an arbitrary time-varying electric field. The sub- 
sectional collocation form of the method of moments is used to reduce this integral 
equation to a form that can be evaluated on a digital computer as an initial value 
problem. A Lagrangian interpolation scheme is introduced so that the dependent 
variables can be accurately evaluated at any point in the spacetime cone; thus, only 
mild restrictions on the space and time sample density are required. The integral equa- 
tion relating present values of the current to previously computed values is presented in 
a form that can be directly converted into a computer code. Expressions are developed 
for the computer time and the relative advantages of time-domain and frequency-domain 
calculations are discussed, providing impetus for analyses in the time domain in certain 
cases. 

Part II of this paper will present well-validated numerical results obtained using the 
technique described. 

INTRODUCTION 

Interest in determining the transient response of antennas and scatterers has 
grown steadily in recent years. Impetus for this increased attention to short-pulse 
electromagnetics has been supplied from a variety of developments, not the least 
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of which are the advances in experimental techniques and hardware. As a result, 
there has been a resurgence in analytical efforts devoted to the development of 
solution techniques for the direct time-domain treatment of electromagnetic 
problems and the corresponding time-domain concepts analogous to gain, 
efficiency, etc., that have proved so useful in characterizing the frequency-domain 
properties of antennas and scatterers. 

This paper is concerned with obtaining time-domain solutions for radiation and 
scattering problems. Particular attention will be directed to the treatment of wire 
antennas and scatterers, using the time-dependent electric-field integral equation. 
The general approach is similar to that used by Bennett and Weeks [l, 21 for the 
analysis of solid surface objects by the time-dependent magnetic-field integral 
equation. Features of the present treatment are also common to that described by 
Sayre and Harrington [3], Sayre [4], and Auckenthaler and Bennett [5], an 
important difference however being the apparently more general solution process 
employed here, which leads to improved numerical accuracy and scope of appli- 
cation. Further work has been reported by Bennett, Auchenthaler, and 
De Lorenzo [6]. Several examples of actual calculations will be presented in 
Part II to demonstrate various facets of the solution procedure. 

The theoretical concepts pertinent to a time-domain formulation are outlined 
in the following section, while the reduction of the integral equation to a form 
suitable for numerical calculations is described under “Numerical Solution.” 
Also discussed in that section are the relative computational advantages of 
frequency-domain and time-domain analyses. Application of the technique to 
various antenna and scatterer geometries will be taken up in Part II. 

FORMULATION 

Alternative methods are available for developing a time-dependent integral 
equation. One obvious approach is the Fourier transform to the time domain of 
a frequency-domain version of the equation sought. Or one might return to the 
time-dependent Maxwell’s equations and proceed to derive directly in the time 
domain the particular equation type of interest. Since this approach will generally 
show in a clearer way the manner in which the various terms in the final equation 
originate, it is the one we follow here. It is not necessarily, however, the most 
efficient nor straightforward method to pursue, a fact that is illustrated by the 
derivation of the time-dependent vector-potential integral equations for thin 
wires given by Mei [7], who used a formulation in the time domain, and Poggio [8], 
who Fourier transformed the frequency-domain equations. 

At the outset, it is necessary that the type of structure be identified to which the 
analysis is to be devoted. It has been determined, for example, that integral 
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equations of the magnetic type (the magnetic field is the forcing function) are 
generally better suited to the treatment of solid surfaces [9]. The electric-field 
integral equation, on the other hand, is a better choice for the analysis of wires and 
thin-walled open structures. Although neither of these statements is more than a 
guideline, and examples can be found that contradict them (Lin and Mei [lo], for 
example, successfully treated a wire antenna with the magnetic type of integral 
equation), they provide a fairly useful demarcation between the most frequently 
encountered applications of these integral-equation types. 

Since our interest is primarily the analysis of wire antennas and scatterers, we 
chose the electric-field integral equation. While an equation based on the vector 
potential formulation would perhaps serve as well for some problems, it appears 
from a practical viewpoint that numerical solution of the electric-field equation 
is more conveniently obtained and is applicable without reformulation to a wider 
class of problem. This has been found to be the case in frequency-domain appli- 
cations for which the vector potential method, although being possibly superior for 
problems such as the expanding-wire conical antenna, appears otherwise to offer 
no obvious advantages in solution efficiency or accuracy over the electric-field 
approach. 

The time-dependent Maxwell’s equations furnish the starting point of our 
deviation: 

VxE=-p+ 
VxR=++J 

v.r+;,=o V.R=O, (1) 

where ,uO and Ed represent the permeability and permittivity of free space, E and W 
are the electric and magnetic fields, and J and p are the volume current and charge 
densities, respectively. 

The derivation of the desired integral equation may proceed by the vector Green’s 
identity, which with (1) leads to an integral equation relating J and E on the surface 
of the body under consideration [9]. By invoking the usual further approximations 
that the structure is wirelike with a circular cross section small compared with the 
wavelength of the highest significant frequency component of the excitation 
spectrum, etc., the surface integral over surface current density can be reduced to 
a line integral along the structure’s periphery. This procedure, while rigorous, leads 
to the same result as obtained by adopting at the outset the assumptions inherent 
in the thin-wire approximation. The latter approach, while somewhat heuristic, is 
more direct and is the one we employ here. 
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FIG. 1. Geometry for thin-wire electric-field integral equation. 

Consider a filamentary current I@, t) flowing on the path C(i’) (see Fig. 1) along 
which the length variable is S. The electric field it produces is determined by [l l] 

where 

a - E(F, t) = --V@P(r, t) - 3 A(?, t), (2) 

and 

w, 0 = L& J-&) d?‘, t; R/ddsr, 

(3) 

(4) 

where s = s(F)‘), s’ = s(r’), ds’ = ds(F’), R = / R 1 = F - i;’ 1 and the unprimed 
coordinates i and t denote the observation point location and the primed 
coordinates i;’ and t’ = t - R/c the source location. The differential operators 
in (2) are with respect to the observation coordinates. 

If we let B = s^(F) and 3’ = d(Y) be the unit tangent vectors to C(f) at T: and r’, then 
the required terms in (2) can be written 

$ A(i;, t) = E s,,, ; 3 I(?‘, t’) ds’ (5) 

and 

VW, t) = & 1 0 C(i) [ 
-q(?‘, t’) $ + & & Z(r;‘, C)] ds’, (6) 
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where use has been made of 

a R 
Vq(?‘, t’) = as, Z(U’, t’) Rc 

and 

& Z(F’, t’) = - + q(f’, t’). 

Upon noting that I(?‘, t’) = Z(S’, t’) and q(?‘, t’) = q(s’, t’) and combining (5) 
and (6) with (2), one obtains the integral representation for the electric field due 
to a filamentary current: 

jqr, t) = - 2 s,(, [+ & Z(s', t') + c $ & Z(s', t') - 2 g- q(s', tq ds'. 

(7) 

Equation (7) is valid for all space and time excluding the immediate source region, 
which in actuality is a conductor of nonzero cross section, so that 1 ? - f’ 1 > a(?), 
the wire radius at F’. Following the standard thin-wire approach (12, 13) we assume 
that I@‘, t’) and q(s’, t’) are confined to the conductor axis (assumed circular in 
cross section) and that the boundary condition on the tangential electric field at 
the conductor surface is known. For convenience we assume a perfect conductor, 
so that s^ * (,!? + EA) = 0, where EA is the applied field that induces the current Z 
that generates the field B. 

By applying the boundary condition on the tangential electric field at the 
conductor surface to Eq. (7) one obtains the time-dependent electric field integral 
equation for thin conducting wires in the form 

f . EA(f, t) = 2 jCCF, [y $Z(s', t') + c -$ & IQ', q 

- c2 9 q(s’, t’)] ds’ F E C(F) + a(f) 

where q can be expressed in terms of Z as 

q(s’, t’) = - 1;; $ Z(s’, T) d7, 

(8) 

and a(F) denotes the wire radius at point r. Since the integration path in Eq. (8) is 
along C(F) while the field evaluation path is displaced by the wire radius, it is 
always true that R > 0 and the integral in Eq. (8) thus has no singularity. This 
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displacement of the observation and source locations by the wire radius is the 
essence of the thin wire approximation. Equation (8) is the integral equation whose 
solution is the topic of the following section. 

NUMERICAL SOLUTION 

The time-dependent electric field integral equation (8) has the causality property 
explicitly indicated by the retarded time dependence of the source terms in the 
integrand. Hence the field at point F on the wire is affected by the current and charge 
at F’ only after a time delay R/c. This interaction time delay allows the solution of 
(8) as an initial-value problem without the matrix inversion normally required of 
the corresponding frequency-domain moment-method approach. As will be found 
below, once the necessary preliminary calculations pertaining to structure geometry 
have been performed, the numerical solution of (8) may proceed in a simple time- 
stepping procedure [I] since at each time step the unknown current and charge at 
a given point are expressed in terms of already-solved current and charge values 
and the known incident field. Actually, the truth of this statement is subject to 
certain limitations on the spacetime sample density used in the approximation of 
the integral equation, but the basic idea is certainly correct. When for example, 
c St < AR (as used in [l]), with St and AR the time and space sample intervals, 
then due to causality, the current and charge at a given spacetime sample point 
are determined entirely by prior-time current-charge values and the present source 
field value. However, if c St > AR is allowed due to cusps in the structure geometry 
or to other considerations, then the current and charge at a particular spacetime 
point will be affected by spatially adjacent current-charge values within the same 
time step, as discussed further below. 

Current Expansion 
We attempt to solve (8) using subsectional collocation, and for simplicity we 

restrict our attention to singly connected wire structures. Extension of the procedure 
to multiple-junction structures should be reasonably straightforward; this has been 
found to be true of the frequency-domain version of (8) [14]. 

Subsectional collocation is essentially the process of (1) segmenting the structure 
(or domain of the integral operator) into a number of subsections (or segments) 
whose union may approximately or exactly represent the whole, (2) functionally 
expression (or expanding) the unknown in some suitable form on each of the 
segments, and (3) enforcing the integral equation in a pointwise manner over the 
structure (the range of the integral operator). The sectioned structure may not 
exactly represent the original if a series of straight wire segments is used to model 
a curved wire. Since the unknown current is dependent upon both space and time, 
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an expansion of the current in time is required in addition to the usual space 
expansion associated with a frequency-domain formulation. 

The actual current spacetime variation can be approximated by 

I(?‘, t’) = Z(s’, t’) %a g ; Zij(S’ - si , t’ - tj) W’ - 4 W’ - td, (9) 

where Zii(O, 0) = I& is the current value at the center of the i-th space segment 
(total of NJ and the j-th time interval (in practice a finite number NT) and where 

U(s’ - SJ = ;> I, 
1 s’ - sa 1 < 42 
otherwise 

Tqt’ - t,) = $1 It’-4 <a*/2 
otherwise 

with Ai and 6j the lengths of space segment i and time interval j centered at si 
and tj , respectively. The functional dependence of Z&’ , t;)(.$’ = s’ - si ; 
t; = t’ - tj) upon s: and tj’ within the sample area ij is determined by the inter- 
polation method chosen. In addition, it is obvious that if Z&J , ty) were the actual 
current variation within each of the N,NT sample areas, the right side of (9) would 
be exact. The object is to make the approximate equality true to the desired 
accuracy with the minimum of overall computational effort. 

One of the simplest forms for Z&,” , f t .) to use is the so-called pulse approxi- 
mation, whereby the function is considered to be a constant within each space 
segment and time interval. This approach was used by Sayre and Harrington [3] 
because Harrington [15] had previously used it with good results for frequency- 
domain calculations. If it is desired, however, to apply the integral equation to 
structures with bends, sharp curves, or other similar features, this simple pulse 
expansion will no longer be satisfactory. The reason is that time and space inter- 
polation between sampled values of the unknown (for accurate modeling of the 
mutual interactions of the structure segments) requires a differentiable expansion 
function having nonzero derivatives. 

A sinusoidal current expansion consisting of constant, sine, and cosine terms 
has been found to be well suited, in terms of efficiency and accuracy, to the 
frequency-domain electric-field integral equation. This expansion is equivalent, 
for segments small compared with the wavelength, to a second-order polynomial 
or quadratic expansion. Thus we choose a quadratic expression for the current and 
charge in our subsectional collocation solution of (8). 

With the adoption of a specific quadratic current expansion, the functional 
form of Z& , tj’) may be derived. Various alternatives are available for quadratic 
interpolation in two dimensions, such as the five-point and nine-point methods. 
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The nine-point method appears more suitable, since it will provide a more general 
spacetime representation of the current behavior. This is especially the case since 
an accurate current expansion is required near the edges of the ij-th spacetime 
sample area if the generally unrestricted spacetime sample densities required to 
handle structures with sharp bends, etc., are to be realized. 

Because we want to avoid interpolation into the future, the current at time stepj 
will be interpolated backwards to time stepsj - 1 andj - 2 when R/[c& - tj-,)] = 
AR < 0.5. Otherwise, the interpolation in time will be from time step j to j + 1 
and j - 1. The space interpolation will similarly be from segment i to i + 1 and 
i - 1 (with interpolation to zero at the wire ends). Thus we can put I& , t;) in 
the form of a Lagrangian interpolation function in two dimensions 

2=+1m=n+2 

I&, tj") = c c B,!:Bm)l~+l,j+m , (10) 
2=-l m=n 

where 

(11) 
.=+; Q=nz (s; + St - ss+,)(ti + tj - tj+p) 

= ,I111 gi @i+l - %+&+m - 4+,) 

where 1 S: 1 < AJ2, 1 tj” 1 < 642, IZ = -2 for AR < 0.5 and -1 otherwise, and 

-WA: k I 
I--- -.; 
-Pj-- -- A . O..bO 0000000 

FIG. 2. The spacetime diagram. Each circle represents a sample point; the solid lines separate 
the past and the future. The ij-th interval is indicated by the shaded region, and the functional 
dependence of current and charge in that interval is related to the values at net points correspond- 
ing to the solid circles. 

581/12/1-3 
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the superscripts I and m on the product symbols denote that the terms p = 1. 
q = m are omitted from (11). Equations (10) and (11) amount to a basis-function 
expansion of Iij in terms of quadratic space-time surfaces BjfSrn) having unit value 
at s’ = s1 , t’ = tm and zero values at the centers of the eight other space-time 
samples that are centered about the ij’th sample area. An illustration of the inter- 
relationship between the space-time sample points is provided in Fig. 2. 

When the space segment is at the end of a wire (i.e., i = 1 or IV, for a single wire), 
then we may still formally use Equations (10) and (1 l), but with Ioj = IN,+l,i = 0 
and d, = d, +r 3 0. Thus, the current on the end segments is interpolated to 
zero at the wire ends. Practically speaking, this has the effect, for example, of 
changing Equation (10) to 

z=1?n=n+2 

us;, 0 = c c &m)~l+z.i+m 
z--o m-n 

(10’) 

while B$‘“’ is given by Eq. (11) with s,, = S, - A,/2. A similar result holds for 
the i = IV, segment. For the case where segment IV, connects to segment 1 as in a 
ring, then IN,+l,j = Ilsi , etc. 

Approximation of the Integral Equation 

We return now to the integral equation (8) and by incorporating the current 
expansion above with some additional manipulation, reduce it to a form convenient 
for numerical treatment. Let us first space-segment the structure into NS sections 
of contour ACd = AC@i) such that 

where the approximately equals sign is used because the segmented model and 
the actual structure may not exactly conform. For instance, it is advantageous 
to use a sequence of straight segments to model a curved wire because the s’ 
integration over the straight segments can be analytically performed, which is not 
possible for general curved segments. Note that, if C(r;> is not identical to C(F), the 
current solution for c(f), even if exact, would only approximate the true current on 
C(F). 

The integral equation (8), when C(F) is replaced by C(F), may then be written 

2 g f * I,‘ [; & I($, t’) + c g -$ I(d, t’) - c2 $ qw, t?] h’ 

= P * E”(s, t) M s” * E”(s, t) (W 
s E Qi;), s E C(f) 
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where all geometry-dependent quantities in (12) are evaluated along C(F) in place 
of C(F) and for simplicity we no longer explicitly include the wire radius 
displacement in Eq. (12). We can reduce (12) to the following form by using (9): 

- c2 $ q&;, ta] ds; N s” . E*(s, t) s E z;(F) 

where 

Since t’ = t - Ri/c we see that at time t only the current and charge in the time 
interval centered at t, , where / t - Ri/c - t, 1 < 6,/2, will contribute to the field 
at s and t. 

The final step in reducing the integral equation to a form suitable for numerical 
solution involves specification of the way in which the two sides of the integral 
equation (13) are to be numerically related. An exact solution of the original integral 
equation (8) would result in zero tangential electric field everywhere on the structure 
for all time and for any EA specified. Since the current expansion (9) is only approxi- 
mate, the boundary condition on tangential E, or equivalently, agreement between 
the left and right sides of (13), can only be approximately obtained. The simplest 
and most obvious condition is that (13) must be exactly true at the centers of the 
Ns space segments and Nr time intervals. This establishes a total of NsNr relation- 
ships that can be expected to suffice for obtaining the NsNT constants Iii needed 
to determine the current. 

‘Imposition of this boundary condition can be achieved, in the method of 
moments, by the use of delta-function weights [15,16]. In other words, the integral 
equation is multiplied by 6(s - sU) S(t - tJ [u = I,..., Ns ; u = l,..., Nr] and 
integrated over C(F) and all time. The result is that (13) can be written 

u = l,..., Ns , o = l,..., NT , (14) 

where 
Ri, = 1 F, - Fi - Bi 1 
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and with 

t; = t, - R&z - tj , 

where j is selected such that / tj” j < 6,/2. 

Reduction of the Integral Equation to Linear System Form 

Equation (14) is in a form suitable for calculation of the lij current samples. 
It does not, however, very clearly demonstrate the relationship that exists between 
the various Iij. That requires,in general, the solution of a sparse structure-geometry- 
dependent linear system (for equal time steps) prior to a stepwise solution of (14) 
as a function of t, . It is thus useful to introduce the explicit form of l&s;, tl) into 
(14), as well as to rewrite q& , t;) in terms of the current. 

In most cases, equal time steps are usable, so that with Sj = 6 for all j 
and counting time from t = 0 we have 

j = v - R,,/c6 = v - ti, , (15) 

where RJc8 is rounded off to the closest integer value r,, . 
Furthermore, the time and space derivatives of I&’ , t;) can be written as 

and 

& Iij(S;, t:) = ‘2 m=i+2 sBjd,m’Zi+l,j+m 3 
2 1=-l m=+n 

(17) 

where 

Note that B$“” is independent of the specific time step for equal 6j’s and becomes 

where, since -S/2 < t; < 612, the subscript is omitted from t”. 
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The charge term in (14) may be obtained from integrating the divergence of 
the current; i.e., 

q(s’, t’) = - s’: & r(s’, T) dT. 

The charge at time step tj may be seen to include all sampled current values up 
to tj . It is convenient to define 

qii = - ‘2 a Sal2 Iik(& t”) &, 
kc1 as: --6/Z 

from which 

Then, by defining the auxiliary quantity (see Appendix A for an alternative 
treatment) 

we see that 

qii = qt.j-1 + Qij = qi,i-2 + Qij + Qt.j-I = 

In terms of the Iii current samples, Qij becomes 

where 

The spacetime dependent charge can then be written as 

+1 n'+2 
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where rz’ = -2 for R&S < 1.5 and -1 otherwise has been used in place of n 
to avoid obtaining current terms later than time-step ZL The Bizsn) in (18) is also 
defined in terms of n’ in place of n in Eq. (11). 

Substitution of (16) through (18) into the integral equation (14) allows an 
expression for the unknown currents at time step t, to be obtained. It is 

= --s “, * EA(s, ) iv). (19 

where Ii.9 = Ai = 0 for i, j < 0 or i > N, . 
A rearrangement of (19) allows the current Ii,, to be specified finally in terms of 

Et,, = -& * IZA(s,, , tJ and the known current values li,i , j = I,..., v - 1 as 

v=l ,***, Ns, v = l,..., NT, Gw 

where ( ) signifies rounding off to the nearest lower integral value of the quotient. 
Equation (20), while appearing rather complicated, may be seen to relate the 

current at time-step v to previous current values through a series many of whose 
coefficients are zero. A matrix representation clearly illustrates the sparseness of 
the matrix representing the left side of the equation. It is then obvious that by 
starting at time-step v = 1, prior to which all quantities are zero by definition, it is 
possible to obtain Ii1 ,Ii2 , etc., by a repeated sequence of matrix operations. Since 
it is further known that the matrix elements are time-independent, a single inversion 
of the sparse matrix on the left side of (20) is required. 
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It is convenient to rewrite (2) in matrix form as 

z . p, = E, + C p-~,uX(~*m) - iv--r(-l,,+m 
z=-lrn--n 

where 

P=o 

and 

and 

The current can thus be obtained from 

1, = 7 . E, + f n~~i-z,~X(Z.~) I . iv-ri-,.u+m 
z=-1m=n 

+ F 5 y y< -*y+ > f-#z.m.r,t) v-ry*~+m iu-r,-,_,,"+~+r-a+ll; 

1=-l r=-1 rn=v$' t--n 8x1 

u = l,..., NT, (22) 
where P = [Z]-l. 
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Since all the matrix elements are time-independent, the matrix operations 
indicated in (22) can be performed, and their results stored, prior to actual 
evaluation of I, as a function of time. All that is necessary then is repeated multi- 
plication of these stored matrices by the time-dependent field and the already- 
known current values. 

Equation (22) represents a formal (but approximate) solution of the integral 
equation (14) for the time-dependent current excited on a wire structure by a time- 
varying electric field source EA(F, t). While Ea(i;, t) may in principle be an arbitrarily 
varying function of time, it is convenient to represent it as an approximate impulse 
(Gaussian) or an approximate step function from which the scatterer or antenna 
response to other field variations may be obtained from convolution. In this sense 
the solution is independent of the temporal variation of the source. 

Note that a solution for Iii from (22) depends, however, on the geometric or 
spatial nature of the exciting field. Thus in contrast to the frequency-domain case, 
whose solution is independent of the particular source spatial variation, the time- 
domain solution is source-geometry dependent. These factors, of course, influence 
the relative efficiencies of these two approaches for the solution of a particular 
problem, a topic considered further below. 

Comparison of Time-Domain and Frequency-Domain Analyses 
In order to establish guidelines for the relative utility of either frequency or time 

domain analysis, the time requirements for specific computations in each domain 
will be presented for calculations on a Control Data 6600 computer. The compu- 
tation times using other computers will naturally be different but the relative 
advantages of analysis in one domain over another will nonetheless be illustrated. 
The total number of samples in either space (N,), time (NT), or frequency (NF), 
required for accurate results in either domain will not be dealt with here but is 
relegated to the discussion in Part TI of this paper [17]. Rather, in this analysis we 
will allow the number of space and time samples to be parameters. Furthermore, 
we will assume that all response temporal waveforms and their spectra have their 
energy primarily contained within finite intervals of length T and F, respectively. 
Then we have, NT = T/A T and NF = F/AF, and, from the Shannon-Kotelnikov Sam- 
pling Theorem which specifies the relationship between the temporal step size and 
the maximum frequency of the band limited spectrum, we have F = l/2 AT. Since 
we are dealing with real functions of time and are concerned with spectra on (0, F), 
we also have T = l/AF, and as a result, NT = 2N,. We will now proceed to 
investigate the relative advantages and disadvantages of the frequency domain and 
time domain approaches when one is trying to determine the spectral response over 
the interval (0, F). 

As has been previously pointed out, a moment-method solution of the frequency- 
domain integral equation, while perhaps requiring a matrix factorization or 
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inversion for a given frequency, is independent of exciting source geometry. Hence, 
induced currents at a particular frequency can be determined for any illuminating 
field. Having once solved the integral equation of the form [E”] = [Z][Zj, one 
merely retains the inverse matrix [21-l, which is only structure-geometry and 
frequency dependent. Subsequent evaluations of the current distribution for various 
source configurations at a given frequency then require the matrix multiplication 
[I] = [Z]-l[EA]. On the other hand, the time-domain solution is dependent on 
source geometry and hence requires the entire solution process to be repeated for 
each different source configuration. In the following timing considerations we 
therefore take the most general approach and consider the situation where a 
solution is required for M different source configurations. 

For the multiple source problem, the required time for computing the time history 
of induced current on the structure has been found to be approximately 

&,(sec) = 1.3 x 10-4MN,2Nr . 

Once the currents are known, finding the time history of the radiated field at NA 
observation angle requires the additional time 

&(sec) = 2 x 10-5A4NsNrNA . 

The numerical coefficient values used above have been obtained from actual 
calculations on the CDC-6600 computer. Note that in general S,, <S,, . Since 
the Fast Fourier Transform (FIT) allows the frequency response to be obtained 
with no significant increase over the times indicated above, it is not explicitly 
considered here. 

In order to find the spectrum of current behavior using frequency domain 
calculations, one needs to perform the calculation at NF frequencies such that the 
spectral response is adequately represented. Hence the total amount of time to 
determine a given frequency response is NF multiplied by the computation time 
for a single frequency. Computer experimentation has shown that the determination 
of the induced current at NF frequencies using moment methods with sinusoidal 
interpolation (Poggio and Miller, 1971) requires 

S,,(sec) = 2 x 10-3Ns2NF + 5 x 10-6Ns3NF + 2 x 10-5N,2MNF 

where the first term pertains to matrix fill time, the second to matrix inversion time, 
and the last to the current evaluation time. Note that for multiple source configu- 
rations only the current evalutation time is multiplied by M. The time required 
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for the evaluation of the radiated field at NA angles having already found the current 
given by 

S,,(sec) = 3 x 10-4MNJVFNA 

Again we find that SM < SFC . 
The ratio of the computation times required to obtain the time history or the 

frequency spectra of the current from the frequency domain compared with the 
time domain is therefore 

(SF,/&.,) = .077 + (7.7 + 1.9 x lo-2Ns)/M 

For Ns < 100 this ratio reduces to 

Lw%c) - .077 + 7.7/M 

The advantage of the time domain over the frequency domain for a fuced source 
geometry (M = 1) is clearly exhibited by the preceding ratio. However, as M 
increases the advantage decreases. For the current calculation, the ratio is reduced 
to unity when A4 M 8.4 + 2.1 x 10-2iV, . 

The ratio derived above is merely a crude guideline. It must be remembered that 
Ns was assumed constant over the entire frequency range for the frequency domain 
calculation. By writing Ns as a function of frequency one could sum over the 
required frequencies but this has been found to lead to a reduction by only a 
factor of about one-third. This reduction would tend to make the frequency domain 
somewhat more competitive with the time domain when one wishes to determine 
frequency response characteristics. There is, however, a feature of time domain 
response which we have not taken into account. As will be evident in Part II of this 
paper, the time domain response normally exhibits a “ringing” behavior, e.g., 
oscillations of the form e-Ut sin wt for the current at late times. This tends to shorten 
the time record which must be computed since extrapolation leads to accurate 
results beyond some time TU . The required number of time steps NT is therefore 
reduced for the time domain calculation thereby leading to a corresponding 
decrease in the computation time. Factors of this type and others which are 
dependent on the particular structure being analyzed have not been introduced. 

One can surmise from the preceding discussions that the time domain approach 
is more efficient for calculating spectral responses (or time histories) when one is 
concerned with bistatic radar cross-section or antenna radiation patterns for a 
few source configurations. On the other hand, the frequency domain approach is 
more efficient when monostatic radar cross-section for many directions of incidence 
or antenna patterns for many source configurations are of interest. 
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TABLE I 

Frequency Domain vs Time Domain 

Frequency 
domain 

Time 
domain 

Relative advantage 
FD/TD 

Multiple Source 

Monochromatic 
Transient 

Single Source 

Monochromatic 
Transient 

The above results can be conveniently summarized as to problem type and 
application as shown in Table I. There the highest order dependence of the 
calculation time upon structure size in wavelengths is exhibited as a function of 
source geometry, response desired (monochromatic or transient) and approach 
used. In obtaining these results, we assume that N, , NF , NA , and M are all 
proportional to L/X. The actual ratios of frequency to time domain calculation 
times depend of course upon the coefficients which accompany these terms, hence 
the fact that for example, SF,/&., - 8 for A4 = 1 with Ns < 100, while Table I 
indicates that for this case S&S,, - L/X. This demonstrates that comparisons 
based on highest order terms can be potentially misleading, yet factually correct, 
if their respective coefficients are ignored. 

Impedance Matrix EIements 

Before concluding our discussion of the numerical analysis of the integral 
equation (9), we should comment on the calculation of the coefficients that appear 
in the various (impedance) matrices 2, X, and W. It is clear from (7), (16), (17), 
and (21) and since t’ = t - R/c that all the interaction matrix elements have 
variations of the form $“/&($), where a, b = O,..., 3. 

Since 

Ri,(S;) = Fqj, - Fi - S+ 

then 
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and we thus have 
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(23) 

as the integrals to be evaluated, where it is understood that the thin-wire approxi- 
mation requires Rf&‘) = ui2 + sf2, with ai the wire radius of segment i. 

Integrals of the form (23) are fortunately analytically integrable. Computation 
of the impedance matrix elements is thus relatively efficient. Precautions are 
required, however, to ensure that the analytical form used for the integral evaluation 
is appropriate for the integration limits involved; e.g., subtraction of large, nearly 
equal numbers should be avoided. The actual forms used for the impedance 
element calculation were validated by a rather extensive comparison with 
numerically integrated values of ZFi . A summary of the integral forms used is 
given in Appendix B, together with the final form of the integral equation in terms 
of the IFb zu * 

CONCLUSIONS 

A technique has been described for obtaining time-domain solutions for radiation 
and scattering problems associated with wire structures. The time-dependent 
electric-field integral equation pertinent to these structures has been developed 
and, using subsectional collocation, has been reduced to a form suitable for 
numerical computation. A two-dimensional Lagrangian interpolation function of 
order three in each dimension has been used and appropriate expressions developed 
for the approximate form of the integral equation. A discussion of the relative 
advantages of time-domain and frequency-domain calculations has been included 
to illustrate the advantages of time-domain calculations in certain situations. 
Typical results obtained using the techniques presented in this paper for wire 
scatterers and antennas wil be presented in Part II of this paper. 

APPENDIX A: ALTERNATIVE INTERPOLATION SCHEME 

As an alternative to the definition for Qij we could instead use 
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and subsequently then obtain 

where 

This interpolation form for the charge modifies only the Gi,U,l,m,,,t function that 
appears in the charge term of the integral equation (see Equation B-l). It has been 
found to provide greater numerical stability than (18) in some cases. 

APPENDIX B: EXPLICIT IMPEDANCE MATRIX COEFFICIENTS 

The integral equation (21) may be expressed in terms of the integral forms ct and 
various products of the interpolation coefficients. It may be established that, for 
example 

+ F i S(ri-l-r,u - q) &! 2 2 
+b) 

r,1(,1.((1/2>.r.((P.+1)12~ i--1--7.u 9 
I (B-1) 

r---l q=o 

where 

and 



44 MILLER, POGGIO, AND BURKE 

p.01 
4.u.z.m = D:z*m’ c 

F(8.0) 
4.u.z.m = 0 

Fb.1) - 8 t.r.1.m - 

F:(l,l) 1 
4.U.t.m = ’ D:‘.“’ 

$1.2) 
t,u,l.rn = 

F!2,2) 
r,u*1,n = -203~ & 

2 t 
ri”, - Yiu ns q + n$m q/ 

q=n g=n 

$3.2) = 0 
*.u,c,?n 

Ff3.b) 
a.u.z.m = 0 [all b] 

Gfa.0) 
a.u.z.m =o [all a] 
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(p.1) 1 
i.u.z,m.+.t = -- 

D!l*lN 
t 
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where 
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w’“. u2 
nz.r,t) = c2& s” 

4Tr u .ii CT.-- 1 1 ,!a.b, r.u,z.m,r.t t-z--r.u . 

Finally, upon letting b = -2& * Ri, and c = R& = Ki, . Ri, we have 

z!l.O) = 0 
Et4 

I!‘*‘) = [(+s; - fb) Z?,,(S;)]~~~~~ + &(3b2 - 4c) ZE1’ zu 

z!3J) = - Q{@&’ 
zu 

+ [zc + Sb2] Z&l) + “b&l) 
4 zu 2 zu - [R,,(s;) s;(s; + +b)]‘$;,} 

(4c :b2)1,2 tan-1 
2s; + b Ail2 

z!o.z) = 
(4C - b2)1/2 -Ai, 

tu 

2 Ail2 

- q-q -Ai, 
if b2 = 4c 

Z!2*2) = [s; - b In R~s~]~~,~,~ + $(b2 - 2c) Zk2) 1u 
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if b2 = 4c 

[ 
2bs; + 4c 

I 

Ail2 
- 

153) _ 
(4C - b3 $,(s,“) -A,/2 

$94 

I[ 

b 1 
8 (s; + b/2)2 - (s; : b/2) I”:;,, 1 if b2 = 4c 

The integral equation (21) is thus expressible, with the i-summation explicitly 
shown, as 

4 i f G(ri&r.u - q) Ge! 
p.b) 1, 

2 z r.u.l,<alz>.r.<(a+1)/2) i-l-r.u a.?J 
7=-l p=o 1 

i=l 1=-l nz=n Tz-1 t=n 

. $22 z!a.b) 
“-T$-lLr,u+m 

% z T,u.l,m.r,t *--1--7.26 c zi.o--r*-E-l,u+nz+t-*+l f 
S=l 
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